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The rage of mobile devices

The Mobile Marketing Association
of Asia stated that out of

6 billion -
b /] pbillion g = 10 Billion

Bsely Mobile devices by 2020
e only ~- Gartner

4 2 billion
own a

8)( Faster Adoption than internet

and if tablets included, even faster morgan



114 Kbps 20 Kbps

2.75G  EDGE 384 Kbps 60 Kbps

Peak data rate of different mobile network
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C%  Whatis DV, VDI, and mVDI?

% Virtual Desktop Infrastructure (VDI) is an alternative
desktop delivery model that allows users to run an
OS/application inside a Virtual Machine (VM) running in the
data center.

% mVDI is the evolution of server virtualization supported for
mobile devices.

% mVDI has the same look and feel of a traditional mobile
device, but all actions are happening remotely in the data
center
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Session Virtualization vs. VDI

“*Previous DV generations — like Session
Virtualization (formerly Terminal Services) —
only deliver one or more bundled applications

presented in a desktop window, not a true
desktop.
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C.s The concept of VDI

Mobile Workstyles Cloud Services

ANY Device




Desktop as a Service
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Coe Key Technology of mVDI

Internet

App
OS

VM

Hypervisor

Hardware

% Audio/Video (A/V) output from server would not be delivered to
locally attached devices (as monitor and speaker),
sbut redirected over the network to client to be displayed.
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Key Technology of mVDI

Display Interception Layer

Application Remote Desktop Protocol (RDP)
Graphics Library Pros: low data bandwidth network
Disol — Cons: - execute the windows system on the client results.
'Sp1ay npu ey - require continuous synchronization
Request Events over the network.

L
Device Independent

Layer THINC

Pros: efficient network usage
l I @ === Cons: - translation is difficult and depends on client’s
graphic hardware.
- The translator must be increased set of commands
supporting 3D and high definition quality video.

Device Dependent Layer

Device Drivers

VNC
I I @ Pros: - deliver the graphical screen (raw data) to the

client > do not execute heavy task for displaying
Hardware on client side. (suitable to thin client).
(Frame Buffer) - support 3D display easily.

Cons: - require high bandwidth network.
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Issue 1: M-Virtualization

With current Hypervisor (VMWare,
VirtualBox...), one server (Intel Pentium
Dual-Core CPU E5500 2.80GHz) can only
allow 2 VMs (Windows OS) to run
simultaneously.

» Too expensive to provide mobile service
(each mobile device controls one VM)

Current VNC only supports a single user in
remote accessing to a single physical
server for single service.

Not support audio properly.
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Ce Solutionl:

Platform Isolation Technology

Scenario:

= 2 clients access to one
server by using VNC,
execute Appl and App2
respectively.

J/
0‘0

Physical Server Screen

Display Area Display Area
for Client 1 for Client 2

App 1 App 2 < We call this technology is A/V
isolation because

= this approach intercepts at
layer (3), video and audio
of all applications are
normally mixed to one data
stream.

So, it needs to be
separated before streaming

Audio Isolation
- to user.
Capture Middle
Audio Layer
Driver

\Video data
—

A/V |Isolation

Video Isolation

h Analyze based

on display areas

S

ki
| |

Session

Client 2 <+ Consists of:
= Video isolation technology
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Video isolation technology

“+In order to isolate the graphical output of
one user session from others, the server:

= assigns a non-overlapping rectangle
area for each user session.

= Extracts the specific user session from
the coordinates of the corresponding
rectangle.

<*Then using RFB protocol to deliver to
corresponding users.
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Audio Isolation Technology

® Audio Isolation

- VAC (Virtual Audio Cable) : Using Virtual Audio Driver to store data buffer
- WASAPI(Windows Audio Session API) : Hook audio buffer from VAC.

Cloud Server Client1
@&u@ﬂﬂ@ Handler ) (Audie Recelver

Buffer 1

Audio data

—————————————————————————————————

Default Device [(Speaker)

Virtual Audio Virtual Audio
Driver 1 Driver 2 .

""""""""""""""""""" Client2
L _“ic_l\f_d_a_t_a _______ — _______ (Audie Recelver Q
Buffer 1 Buffer 2 Buffer 1

RTP Protocol

Default Device (Speaker]

Default Device (Speaker)
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Performance Result

110% 100% CPU
4 B A/V Isolation
100% - i
"] L isolaten & The result shows that our approach
90% (A/V isolation) outperforms VM
80%- isolation.
o 70%- = VM isolation is method that supports
8 605 multi-sessions by creating multiple
3 VMs on single physical server by
o 50%1 using VMWare tool.
40%-
30% < With the same hardware condition:
20% = VM isolation supports maximum 2
10% 4 - clients while our approach can
0 1 2 3 4 5 support maximum 4 clients (based

Number of users on CPU usage)

19



Performance Result

I AV Isolation

5.0GB - 50% - VM lIsolation

4.5@3- B A/V Isolation 45%
= 1 [_IVM Isolation T
< 4.0GB- o 40%-
2 . ) ;
7 3.5GB - — & 35%-
1 3 4
S 30684 £ 30%-
g ] 2 ]

of

fn: 2.5GB - _E 25% ]
2 2.0GB S 20%-
@ 1.5GB 4 £ 15%-
3 - - o
> ; £ 10%.
E 1.0GB - 2 10% -
g O.SGB- 5%-.

0.0GB 4 ' ’ . 0% r r T .

0 1 2 3 4 5 0 1 2 3 4 5
Number of users Number of users

100 +

80

60 -

40 4

AV Quality Percentage (%)
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T T T T T T 1
Real VNC RDP(Win7) ThinC AV Isolation
Platform
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Challenges

*How to increase number of mobile devices
which can be provided by one cloud
server?

»*How to schedule in cloud server to
guarantee Real-Time and SLA of each
mobile device?
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Issue 2a: Network Consumption

<+ Application can be categorized into:
= Slow motion (Website)
= High motion (Video)
» Network consumption

Scenario Metrics VNC-Tight | VNC-Auto | H.264-Streaming
Website Bandwidth H8KBps 370KBps 200K Bps
Client CPU 1.3% 2.3% 50%
bandwidth 1.69MBps | 5.19MBps S00KBps
Video(640%480) | Client CPU 7% 5.7% 54%
QoE Bad Good Good
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Solution 2a:

MJPEG Encoding

“*Motion Detector : Video Encoding Algorithm

= Low Motion : RFB (raw data)
= High Motion : MJPEG encoding

Graphic card hardware frame
buffer

Motion detector .
RFB MJPEG
Module Module

v v

Packetization




Issue 2b: CPU Consumption

<+ CPU consumption for MJPEG encoding in
cloud server.

Table 5: Basic Information of Server in experiment | Taple 6: The CPU consumption - Size relationship

Processor Inter Xeon CPU X3430 @ (MJPEG module)
2.40GHz, 2.39GHz Size of Movie | Server CPU Con- | Server CPU
Graphic Card NVIDIA Quadro FX 3800 Clips(Pixels) | sumption(%) idle rate(%)
CUDA Cores 192 No data com-| | 2 98
Memory Size Total 1 GB GDDR23 Ei;z’ﬁﬁ;(\ NC
Installed memory(RAM) | 8.00GB 190 x 80 6 04
Operation System Windows Server 2008 R2 120% 120 0 91
Standard 64 bit 160x120 11 89
240x 160 16 34
240240 23 77
320x240 26 74
320x320 30 70
480x320 38 62
480x480 44 56
640x480 55 45
640x 640 60 40
720x 640 62 38
T20x720 62 38
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Solution 2b:

GPU Acceleration

< Use GPU to accelerate MJPEG Encoding/

Raw data

Color space transformation GPU

Discrete cosine transform

Graphic card hardware frame
buffer

Adaptive quantization

Motion detector

it

"Zigzag" ordering

RFB MJIPEG
Module Module
Run-length encoding CPU

v v

Packetization _
Huffman coding
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Performance

I RDP
B RemoteFX

I RDP
I RemoteFX

Low-motion High-motion High-motion Low-motion High-motion High-motion
Small Window Large Window Small Window Large Window
— [
1o0KEe ] » Hybrid Display Protocol(Hybrid)
e - Client-side CPU Consumption :
£ e Less CPU
> Quality of Video :
: Better Quality of Video
S - Bandwidth Consumption :
Less Bandwidth

Low-motion High-motion High-motion
Small Window Large Window
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Challenges

“*How to detect content efficiently (picture
vs. movie; slow motion movie vs. high
motion movie)?

“*How to establish parallel GPUs to
accelerate computation?
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o Issue 3a:

NDK Apps Incompatibility

mVDI integrated Androidx86

= Android app are developed by:
« Java language and be compiled to run on the platform’s Dalvik runtime environment
» native libraries coded in C or C++ within their Android applications.

Incompatibility with NDK apps compiled only for ARM processors.

‘ VirtualBox

Android
x86

0s

L

Cloud Server 28 Client (HW-ARM)




Ce Solution 3a:

ARM-x86 Binary Translation

% Problem with Android running on x86 : some applications
(most games) run native ARM code.

Android apps with JNI call Android apps with JNI call
JNI(Xgﬁ;ies Android Framework
Android Framework
INI ARM to Atom BT patch
libraries system/lib/libhoudini.so Dalvik
(ARM) _ system/lib/arm/* (w/ BT
Dalvik » system/lib/libdvm_houdini.so 2rface)
system/lib/libnativehelper_Gbfake.so
Android (Kernel + libraries) Android (Kernel + libraries)
HW (x86) HW (x86)

Android x86 29 Android x86 (w/ Binary Translation)



Issue 3b:

OpenGL Performance

< Now, Angry Bird can run on Androidx86
but it’s not very good - and very far from
the performance as running on the real
mobile device,

»due to the GPU virtualization in Hypervisor
(Virtual Box).
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Solution 3b:

OpenGL Layer Hooking

“*We intercept at OpenGL library call, and
send data to client for processing.

Server
ication jcation
Application

Android.view.Surface Android.view.Surface
framework/base/core framework/baselcore
Framework

\ \

SurfaceFlinger Client SurfaceFlinger Client
Sframeworkbasellibs! frameworkbaselibs!
surfaceflinger_cliant surfaceflinger_cliant
~ Binder |
|
|
LayerBaseClient BClient |
SurfaceFlinger |
Server framewerkibase/servicesisurfaceflinger |
| .
LIBEGL | Client
framework/basalopangl .
LIB Send datatoCllent
| v
Gralloc HAL framebuffer HAL | Gralloc framebuffer
hardware!libhardware hardwarallibhardware [ HAL HAL

HAL :
|
|
|
Kernel |
|
|




Challenges

“»How to reduce data transmission from
mobile to cloud server, and vice versa?

“*How to decide which parts of application
should be done in cloud server, which
parts should be done in mobile device?
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Issue 4:

Web-based mVDI

<+ Current VDI/mVDI is implemented by
application. It limits the seamless and
mobility of mobile devices.

» Web-based mVDI should be implemented,
any mobile device can accesses mVDI easily.
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Solution 4:

iConnect
Datacenter
ViV | V|V VIiV| V|V ViV | V|V
MIMI M| M MIMI M| M MIMI M| M
Xen Server Xen Server Xen Server
A A

.NET Webserver

Support mVDI to control
VM through tunneling/port
forwarding

Use XenAPI to monitor and
manage XenServer
Support Social Network
Functions




Challenges

< HTMLS5:

= Support multimedia, hardware integration, user
Interactions, data storage, network enhancement.

“ How to use HTMLS5 to implement mVDI?
<+ How to integrate Social Network into mVDI?

<+ How to utilize mobile’s resource (sensor,
camera, GPS...)?
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2 Issue:

M-Virtualization

Network Consumption

CPU Consumption

NDK Apps Incompatibility
Enhance OpenGL performance
Web-based mVDI

“» Solution:

Video/Audio Isolation Technology
MJPEG Encoding for High Motion
GPU Acceleration

ARM-x86 Binary Translation
OpenGL Layer Hooking

IConnect

36



< Challenges:

How to increase number of mobile devices which can be
provided by one cloud server?

How to schedule in cloud server to guarantee Real-Time and
SLA of each mobile device?

How to detect content efficiently (picture vs. movie; slow motion
movie vs. high motion movie)?

How to establish parallel GPUs to accelerate computation? How
to reduce data transmission from mobile to cloud server, and
vice versa?

How to decide which parts of application should be done in cloud
server, which parts should be done in mobile device?

How to use HTMLS5 to implement mVDI?
How to integrate Social Network into mVDI?
How to utilize mobile’s resource (sensor, camera, GPS...)?
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